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Previously on…

● Privacy Enhancing Technologies (PETs)
● Traditional vs. Emerging

○ Encryption, De-identification, Access Control
○ Homomorphic Encryption, Trusted Execution Environment, Differential Privacy, Multi-party 

Computation, Federated Analysis

In the news!



Are PETs enough?

“For the dynamic, pervasive computing 
environments of the future, give computing 
end-users security they can understand 
and privacy they can control.”

Computer Research Association (CRA), 2003. Four Grand Challenges in Trustworthy Computing, CRA Conference on Grand Research Challenges in Information Security and Assurance, Airlie 
House, Warrenton, Virginia, November 16–19, 2003.



Are just PETs enough?

Jerome H. Saltzer and Michael D. Schroeder, The protection of information in computer systems, in Proceedings of the IEEE, Institute of Electrical and Electronics Engineers, Inc., 63(9), 
September 1975, pp.1278-1308.

“h) Psychological acceptability: It is essential that the human interface be 
designed for ease of use, so that users routinely and automatically apply 
the protection mechanisms correctly. Also, to the extent that the user's mental 
image of his protection goals matches the mechanisms he must use, mistakes 
will be minimized. If he must translate his image of his protection needs into a 
radically different specification language, he will make errors.”



Privacy Policies
● Let consumers know about site/app’s privacy practices

● Consumers can then decide whether practices are 

acceptable, when to opt-in or opt-out, and who to do 

business with

● Presence of privacy policies increases consumer trust

Cranor/Hong/Reiter – Usable Privacy and Security CMU 2006

Users need to understand privacy policies to 
control their privacy



Privacy Policies

● But policies are often:

○ difficult to understand 

○ hard to find

○ take a long time to read

○ change without notice

● People don’t read privacy policies

● And when they do, they don’t understand them

201 hours per year on average 
to read policies of services we 

encounter! [1]

[1] Aleecia M. McDonald and Lorrie Faith Cranor. The Cost of Reading Privacy Policies. I/S: A Journal of Law and Policy for the Information Society, Winter 2008-09 4(3): 543-568



Human Computer Interaction (HCI) 101

Concerned with the design, evaluation, and implementation of interactive 
computing systems for human use and with the study of major phenomena 
surrounding them. 

Author/Copyright holder: Nikki SyliantengAuthor/Copyright holder: Jorge Gonzalez

VS



Why HCI research in privacy is critical?

● Privacy is generally not the user’s main goal

● Different groups of users with differing skill sets

● Risk of the negative impact of usability problems is high

● Need for updates to accommodate changes in 

legislation, regulation, organizational requirements, 

preferences...

Karat, C.-M., J. Karat, and C. Brodie, Editorial: why HCI research in privacy and security is critical now. International Journal of Human-Computer Studies, 2005. 63(1-2): p. 1-4.



Case Study: Facebook Apps

● Asked people what data they think apps can access from Facebook
● Have them read privacy policies or watch a video
● Ask again

Jennifer Golbeck – Usable Security UMD

https://www.facebook.com/policy.php https://takethislollipop.com/



Case Study: Facebook Apps

● Every user underestimated what data could be accessed when they were first 

asked

● Every user improved after reading the privacy policy or watching the video

● The video led to greater improvements in user understanding

● Poor usability!

● But policies are really important

● How can we convey the information in a more usable way?

Jennifer Golbeck – Usable Security UMD



Informed Consent

● Users understand what data is being collected and shared and they 
consent to how it used

● Components:
○ Disclosure
○ Comprehension
○ Voluntariness
○ Competence
○ Agreement
○ Minimal distraction

Batya Friedman, Peyina Lin, and Jessica K. Miller. Informed consent by design. Security and Usability (2005): 495-521

Usable privacy requires 
informed consent from users



How to Achieve Informed Consent?

● Many approaches have been presented!

● Sometimes fantastic ideas but would they work in the real world?

● We’ll look at how it started and how is it going:

○ Platform for Privacy Preferences (P3P)

○ Automated analysis of privacy policies



Platform for Privacy Preferences (P3P)

● 2002 W3C Recommendation

● XML format for Web privacy policies

● Protocol enables clients to locate and 

fetch policies from servers

● Enables development of tools that:

○ Summarize privacy policies

○ Compare policies with user preferences

○ Alert and advise users

https://www.w3.org/P3P/



How It Works



How It Works



Privacy Bird

● http://privacybird.com/
○ Originally developed at AT&T Labs
○ Released as open source

● “Browser helper object”
● Reads P3P policies at all 

P3P-enabled sites automatically
● Bird icon at top of browser window indicates whether site 

matches user’s privacy preferences
● Clicking on bird icon gives more information

Cranor/Hong/Reiter – Usable Privacy and Security CMU 2006

http://privacybird.com/


Cranor/Hong/Reiter – Usable Privacy and Security CMU 2006



Cranor/Hong/Reiter – Usable Privacy and Security CMU 2006



What happened to P3P?
● In theory it was a good idea…

○ CDT  P3P and Privacy: An Update for the Privacy Community.

○ “is not a panacea for privacy” but “does represent an important opportunity to make 
progress in building greater privacy protections in the Web experience of the average 
user.”

● It never really picked up:
○ Few costumers:

■ Browsers: Internet Explorer/Edge (stopped support on Windows 10)
■ Websites: few websites contained P3P files

○ Lack of incentive /  regulations
○ Difficult to implement

● Controversy: Does it even protect privacy?
○ See Why is P3P not a PET? and Pretty Poor Privacy

http://www.cdt.org/privacy/pet/p3pprivacy.shtml
http://www.w3.org/2002/p3p-ws/pp/epic.pdf
http://www.epic.org/reports/prettypoorprivacy.html


Automated Analysis of Privacy Policies

● Automatically process Privacy Policies
● Summarize and extract insights
● Present results to the user

● Example: Polisis
● Parse policies and generate 

visualizations of type of data 
collected, reasons, and options

● Summarize Good and Bad
● Automatically answer user 

questions
Harkous, H., Fawaz, K., Lebret, R., Schaub, F., Shin, K. G., & Aberer, K. (2018). Polisis: Automated analysis and presentation of privacy policies using deep learning. USENIX



https://pribot.org/

https://pribot.org/


Summary

● We need to inform users about privacy policies

● But information is not enough! Understanding is required

○ Informed consent is the goal

● It’s unfeasible to read and understand every single privacy policy

● Making decisions for users vs. Helping them make decisions



Group Activity
● Choose a service (e.g., Web application)
● Find the privacy policy
● Find this information:

○ What data they collect? for what purpose?
○ What data they share with others?
○ What are your options?
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